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Abstract
Modern society increasingly relies on Information Retrieval (IR) systems to answer various information
needs. Since this impacts society in many ways, there has been a great deal of work to ensure the fairness
of these systems, and to prevent societal harms. The Search Engine Manipulation Effect (SEME) is one
such societal harm: voters could be influenced by means of these systems by showing biased search
results. This paper introduces the notion of Exposure Gerrymandering, to illustrate how nefarious
actors could create a system that appears unbiased to common fairness assessments, while substantially
influencing the election at hand.
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1. Introduction

Modern society increasingly relies on Information Retrieval (IR) systems to answer various
information needs for a variety of needs, ranging from high impact applications like healthcare
[1] and automated fact checking [2] to more everyday problems such as fashion matching [3]
and music recommendation [4].

Since these IR systems impacts society in many ways, there has been a great deal of work
to ensure the fairness of these systems. While it is easy to see why automated fact checking
requires some care, near all IR systems have some fairness concerns. Although the targeted
harm is not always named, there is a broad spectrum of IR literature mitigating societal harms
[5].

One such harm is the Search Engine Manipulation Effect (SEME) [6]. This effect holds that by
manipulating the results of politically loaded queries, search engines can manipulate the users
votes by up to 20%, with higher outcomes for the most susceptible demographics. Follow-up
research shows that this effect can be mitigated by showing warnings on skewed search results
[7], and that the effect is diminished if the search engine results page provides a balanced set of
results [8].

While this is promising work for those looking to mitigate the SEME, this work could be
exploited by those looking to gain a political advantage. Epstein and Robertson [6] already show
that the SEME can be hidden from individual users while still having a substantial effect. In this
paper we introduce the notion of Exposure Gerrymandering: given strong bias to those most
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likely to change their votes, and weak and opposite bias to all other voters, one can mask this
manipulation from common fairness definitions, while substantially influencing the election at
hand.

2. Fairness in Information Retrieval

2.1. Existing Work

Let’s look at a minimal document retrieval model, and investigate how attention can have
different level of importance when we model the users as well.

Assume there is a set of documents 𝒟 = {𝑑𝑖}, each with an already established political lean
𝜆 ∈ [−1, 1]; this axis does not necessarily entail the entire complexity of a political situation,
but it can simply represent the axis we are investigating on at this point.

At each time 𝑡 the information retrieval system gets a query 𝑞𝑡 ∈ 𝒬, containing the informa-
tion needs of a particular user 𝑥𝑡. In this age of datafication, the information on this user can be
arbitrarily broad. For this situation, we assume that it at least holds the political preference 𝑝𝑡
of the user, and some estimate of their tendency to be influenced by outside sources.

The system in turn orders the documents by their estimated relevance, and displays those
documents it deems most relevant. There are several quantities of interest in the interaction
between the user and the system in order to assess the fairness of the system.

First and foremost, we model attention 𝑎𝑑𝑖 , also referred to as exposure. In a typical Information
Retrieval system, the user is more likely to interact with a document if it is higher up in the
ranking [9]. This motivates the phrasing that documents higher in the ranking get higher
exposure, or more attention.

A common fairness definition is then Equity of Attention [10, 11, 12, 13]. Here, we define
subgroups 𝐺𝑛 ⊂ 𝒟 which partition the set of documents; individual fairness [14] can be
modeled by giving each document their own subgroup. In this paper we maintain two groups,
𝐺+, 𝐺−. Additionally, we require some notion of merit per document, 𝑚𝑑𝑖 . The notion of
Equity of Attention then holds that each subgroup be given attention proportional to their
merit, i.e. ∑︀

𝑑∈𝐺+
𝑎𝑑∑︀

𝑑∈𝐺+
𝑚𝑑

=

∑︀
𝑑∈𝐺−

𝑎𝑑∑︀
𝑑∈𝐺−

𝑚𝑑

The concept of merit lies as of yet undefined, and thus, requires some further investigation.
Natural choices for merit are 𝑚𝑑 = 1 if we deem every document equally worthy without
further stipulation. Alternatively, we can normalize for the amount of documents in each
subgroup by choosing merit to be proportional to subgroup size (𝑚𝑑 = |𝐺𝑖|): this would result
in equal attention per subgroup. These options are referred to as Equality of Attention, but
much more infrequently used, and for the remainder of this document, disregarded.

The main other choice is to set a document’s merit equal to its relevance 𝑟𝑑𝑖 , which is a
shorthand for the desire for the user at hand to see the document 𝑑𝑖. Equity of Attention can
then be rephrased as "give each subgroup attention to the extent that users want to see the
documents in this group". This notion is libertarian in that it does not address broader societal



bias either in the creation of the documents or in the users’ perceptions, but particularly for
marketplaces, it seems appropriate.

Although conceptually attractive, relevance seems noisy, to the point of being practically
intractable. First, the relevance of a document is not directly observable outside of research
contexts. This means that any assessment of real-world IR systems along this notion will have
to either estimate relevance from user behaviour, or create a more labour intensive inquiry,
in which users or judges have to investigate all documents and mark down which they found
relevant to their query, and to which extent.

Secondly, from the first, is that this relevance is an imprecise measure. TREC, the largest
applied Text Retrieval conference, mostly uses only binary relevance. Work to comprehensively
define relevance in the best way to assess Information Retrieval systems in general has been
ongoing for a long time, and does not seem to reach a conclusion any time soon [15, 16, 17].
To combat the noise in relevance, fairness can be assessed across multiple queries. Here, we
accumulate relevance and attention across queries that the system has seen, and only compare
the totals against each other, i.e. [13]∑︀

𝑞∈𝒬
∑︀

𝑑∈𝐺+
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𝑑∈𝐺−

𝑚𝑑

Several variations on this theme were made; the following remarks hold with regard to most
approaches following these lines.

2.2. Exposure Gerrymandering

A recent salient example of a dubious IR practice is the manipulation of the US Election by
Cambridge Analytica [18]. Here, Cambridge Analytica gathered a large amount of personal
data of several millions of Facebook users through seemingly neutral means. Armed with this
knowledge on the personal preferences of the users, they used this to influence the US Election
by micro-targeting pro-Trump or anti-Hillary advertisements at those most susceptible to them;
the company brass claimed that they could carry the elections by targeting only a few key
voters in key districts.

This Cambridge Analytica case is an example of the Search Engine Manipulation Effect
(SEME). This effect holds that biased search result rankings can shift the voting preferences
of (primarily undecided) voters, meaning that a malicious actor could influence the elections
through Information Retrieval System [6]. This type of campaigning is clearly attractive given
the recent finding that traditional campaigning is minimally effective; except when taking
unusually unpopular positions, and targeting more persuadable voters [19]. Micro-targeting
allows for the taking of unpopular stances while lacking the punishment for the greater people
finding out, while ensuring this information lands directly at these swing-voters.

Advertisement systems can reasonably be assessed as information retrieval systems, and
there is a clear political axis to assess on. Unfortunately, in this story we can assume a malicious
actor, and see what room they have within the above framing to create havoc.

The main notion this paper introduces is that of Exposure Gerrymandering. Borrowing this
term from the American electoral system, the intuition is that by cleverly dividing the exposure



different articles get across different users, one could create a strong influence on the users’
votes towards the negative class, while the fairness criteria would not indicate a significant bias.

To see this, recall that the advertiser gets a request containing the users’ political preferences,
alongside with their likelihood of being influenced. If we assume here a policy where all those
with polarized or fixed opinions get a small amount of political adverts for the positive class,
this could easily outweigh heavy focus on more moderate voters that could be influenced. Since
fairness criteria assess each query as equally weighted, adding a small amount of inconsequential
bias to the majority of the population can mask heavy bias at the most sensitive points.

Some authors protect their method from this type of abuse by explicitly mentioning that the
system targets utility maximisation in the sense of classical evaluation metrics. In these cases,
the limited applicability is acknowledged, but a way forward still has to be found in cases where
this is not guaranteed [20, 21].

3. Limitations of Algorithmic Fairness

Selbst et al. [21] provide an excellent overview of difficulties in abstracting the complicated
notion of fairness, by indicating five traps that fair-ML work falls into. First and foremost of
these is the Framing Trap, or "[The] failure to model the entire system over which a social
criterion, such as fairness, will be enforced". In the case of the SEME, we can see that this is
also a real risk – one needs to consider the results of showing users the rankings rather than
the rankings themselves.

Important in this regard is Friedler et al. [22] making their distinction between several spaces
from which one can observe a model:

• Construct Space: Consists of the real world, if it were ideally observable. Here, no
approximations need to be made, one could simply directly observe a document’s relevance

• Observed Space: Consist of the data-set the system has available; i.e. the measured version
of Construct Space

• Decision Space: Consists of the output of the system

A principal reason of unfairness in modeling is then that we cannot directly observe Construct
Space, and that rather, all modeling happens on noisy and biased encodings of Construct Space.
To make a model fair, we have to investigate the ways in which this encoding between Observed
Space and Construct Space are imperfect, and mitigate these imperfections.

This notion of Construct Space addresses the claim that data entering the system is unbiased,
but this conceptualization also halts at the system decision, not taking into account how this
decision would impact the relevant stakeholders. One could reasonably consider another space
after Decision Space to capture outcomes for different groups after the system decision [23].

Albright [24] demonstrates that it does indeed have value to consider the larger societal
structure, also after the point of computerized decision. She details the situation in the judicial
system in Kentucky, where Kentucky House Bill 463 (HB463) mandated the use of a risk
assessment, and standardized the possible outcomes based on this risk assessment. In exceptional
cases, the judges were allowed to deviate from the risk assessment based on their own discretion.
It turned out that the judges’ discretion resulted in a disproportionate amount of black Americans



getting higher bails than the system advised, when compared to white Americans given the
same risk score. Simply designing a fair digital system is not enough, one must consider the
implementation and the larger social context before being able to call the system fair in a
substantial way.

These criticisms show a broad difficulty those who want to make an algorithm fair have to
face: That even though an algorithm may be prima facie fair, or the algorithm may even appear
fair through the lens of a fairness metric, that does not mean the algorithm is fair through a
broader societal lens.

4. Discussion and Future Work

The concept of Exposure Gerrymandering is tough to address. Since it lies one step beyond the
machine’s decision, any model that attempts to diminish the effects of Exposure Gerrymandering
necessarily must also model the users of the system, and the extent to which their votes would
shift when faced with the biased rankings provided by the system. Further research would have
to be done to investigate how large this effect can be under various circumstances, in order to
adequately model Exposure Gerrymandering.

The notion of Exposure Gerrymandering could also be used to motivate a broader notion of
fairness, looking beyond the system’s horizon. A system impacts society in many different ways,
and can appear to be fair in one regard while violating other reasonable fairness definitions.
Because of this, I would advocate for a more pluralist approach to fairness, where benefits for
different stakeholders are considered both at the design-step and throughout the life cycle of
the system.

Taking this broader view, a non-technical solution can be found. Since Exposure Gerryman-
dering heavily relies on micro-targeting in order to mask its intent, reducing the degree to
which advertisers can target their systems would also mitigate the effects. Dependent on the
way this is implemented, this could improve user privacy, or prevent other downstream harms
stemming from micro-targeting.

5. Conclusion

This paper introduces the notion of Exposure Gerrymandering: someone determined to gain
political advantage can appear fair to typical fairness metrics, while achieving manipulation
of the population through their IR system. Further research is needed to combat Exposure
Gerrymandering, and to investigate whether there is a broader fairness approach that can
capture this type of challenge.
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